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The Academic Center for Computing and Media Studies (ACCMS)
conducts research and development related to advanced use of the
IT infrastructure and information media. The results are utilized in the
enhancement of areas such as the educational research environment
of Kyoto University, and are also available for joint use with other
universities and research institutions. ACCMS also contributes to the
improvement of University services by working in cooperation with the
Information Management Department of the Institute for Information
Management and Communication.

Research and development at ACCMS are carried out by the
Department of Networking Research, Department of Computing
Research, Department of Educational Support, and the Department
of Digital Content Research, as well as ACCMS's Collaborative
Research Laboratories. In addition, faculty members in these
departments contribute to educational activities at the University
through cooperation with related graduate schools and public
courses. Faculty members are also actively involved in joint research
with companies and other research institutions.

ACCMS has established "Joint Usage/Research Center for
Interdisiplinary Large-scale Information Infrastructure" (JHPCN), a
networked COE with other seven leading supercomputer centers of
national universities.

ACCMS provides a broad range of support for utilizing information
media and computing, including nation-wide supercomputing service
as well.
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Director of ACCMS,
Kyoto University Yasuo Okabe

The Academic Center for Computing and Media Studies (ACCMS)
is a unique institute that pursues advanced research issues and
practical applications for education and research. The mission of
ACCMS is not only to apply direct research products and advanced
technologies obtained in the research to the infrastructural and
multimedia information technology (IT) services in Kyoto University
but also to provide them to the nation-wide academic community
with which we pursue collaborative research for further
advancement. ACCMS has four research departments for
networking, supercomputing, multimedia-oriented educational
computer systems, and academic digital contents, in addition to
collaborative research laboratories.

ACCMS designs and runs its advanced and high-performance
supercomputer system and provides it for wide use both inside and
outside our university. On a national level, we took a new step in
2010, when we established a networked COE with seven other
leading supercomputer centers of national universities for
inter-disciplinary high-performance IT infrastructures. This
establishment redefines the importance of collaborative work,
which we pursue by providing our computational resources and by
cooperating for the development of supercomputing software and
academic digital contents.

Research and development achievements of ACCMS are found in a
wide spectrum of IT systems and services in our university. For
example, we started KUINS-IIl, the current campus network service
in 2002. KUINS-IIl has been followed by many universities as a
model of an architecturally and operationally secure campus
network. Deployment of campus-wide wireless LAN service and
integrated authentication service was promoted as part of the UPKI
inter-university federated authentication and authorization platform
conducted by the National Institute of Informatics (NIl) and the
information infrastructure centers in the seven universities.
Incorporating ever-evolving services such as cloud computing and
edge computing, we will further promote the cutting-edge use of
information infrastructure and the environment in research and
education, working closely with the Institute for Information
Management and Communication (IIMC).

ACCMS is a growing computing center that can deal with various
research demands ranging from input and computing to output. It
incorporates sensing technologies of humans and things,
high-performance computing power with its algorithms and
software, media processing and visualization technologies, as well
as data science and artificial intelligence. Through the effective use
of these resources, we aim to contribute to education, research,
and campus development in universities in the age of open science
and open innovation. One of the targets is the analysis and
utilization of educational contents, learning records, research data,
and activities records.

We look forward to your continued understanding and cooperation.
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Multimedia and Secure Networking Research Laboratory
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Toward Realizing Ubiquitous Networking
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Ubiquitous networking enables everybody to access network
service easily elsewhere at any time. The purpose of our
research is to develop next-generation networking technologies
to establish a ubiquitous networking environment. In addition,
as the "Department of Networking Research" in Academic
Center for Computing and Media Studies, we are performing
several experimental research for running networks inside and
outside the university.

Research themes
* Network Architecture for Sustainable Advancement of The Internet
- Platform and application of Software Defined Networking, Network
Functions Virtualization, and Edge Computing
- Automatic network configuration and operation systems
- Network security with automatic network control technologies
* Integration of Information, Communication, and Energy
- Energy Packetization
- Power network modeling
- Application of the Internet routing algorithms to power networks
- Algorithms for interruption, reservation, and matching in power
networks
+ Security and Privacy Protection on the Internet
- Identity federation technologies on the Web
- Network monitoring systems
- High-performance intrusion detection and prevention systems
* Algorithm design and computational complexity
- Stable matching and its applications
- Graph algorithms

- Approximation algorithms and online algorithms
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Supercomputing Research Laboratory
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We are pursuing research work on high-performance systems
and software technology for them. Our members are playing the
key role in the collaborative research organization of eight major
supercomputer centers named Joint Usage/Research Center
for Interdisciplinary Large-scale Information Infrastructures
(JHPCN) to provide 6.5 PFlops-plus performance to nation-wide
researchers using ACCMS's system. We are also exploring
various convenient means to exploit huge computational power
of future supercomputers which should become much larger
and more complex. Our research issues for this exploration
include programming methodology for full exploitation of
high-performance given by manycore processors capable of
100-scale parallelism, optimization techniques to reduce not
only computational time but also inter-processor
communication time and power consumption, task-parallel
languages suitable for unstructured and dynamic parallel
processing such as those for graph mining, and advanced
parallel numerical algorithms such as hierarchical matrix
calculation and libraries of them.

Research themes

* Automatic program transformation for manycore processors

* High performance computing of large scale magnetohydrodynamics
simulation

+ Optimization of power consumption and communication on stencil
computation

* Development of the task-parallel language Tascell

* Design and implementation of parallel graph search algorithms

* Hierarchical matrices and parallelized application to large-scale BEM
analyses

* Parallel iterative solvers of large scale linear systems

worker int search (k, j0, 1, j2. task per

ino *tsk)

{
for intp:jt,12) { //pa
f +){

S

worker 0 = worker 1

}
retumss; }

22745 & Tascell
Task-Parallel Language Tascell
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Media Computing Research Laboratory
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High-performance Computing in Engineering
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The Media Computing Research Laboratory conducts studies
on the computational mechanics, which is one of the important
fields in computational science and engineering. Our research
focuses on the computational models based on fluid dynamics,
new discretization methods of governing equations and
numerical algorithms suitable for parallel computations. The
computational methods are utilized to predict free-surface
flows, multiphase flows and the interactions between fluids and
rigid or elastic bodies. In addition, our laboratory also conducts
studies on the multiphase computational method for thermal
fluid-structure interaction problems and the unified method for
compressible and incompressible fluids.

This laboratory is also in charge of Computational Engineering
Laboratory in Department of Civil and Earth Resources
Engineering in graduate school of engineering. The
high-performance computing of the developed methods on
supercomputers understand various mechanical phenomena
such as fluid dynamics as well as to predict and estimate
large-scale actual engineering problems.

Research themes

+ Computational method for fluid dynamics

* Prediction of multi-physics problems, such as mechanical and thermal
interactions between fluids and structures

* High-performance computing to solve large-scale engineering problems
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Visualization Laboratory
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Visual Data Science
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Currently, we are focusing on the development of visual analytics
systems which use interactive visualization technologies in order
to draw a scientific discovery from scientific big data generated
from supercomputer and measurement systems. We are doing
research on advanced visualization technologies which can
effectively and efficiently process the big data. We just started a
research activity on a scientific policy-making which makes best
of knowledge extracted from the big data.

The fundamental visual data science is research on systems and
related technologies for deriving new discoveries from big data
by applying visualization technology. Currently, we are aiming at
improving the visualization performance from a comprehensive
viewpoint, a heuristic viewpoint, and an empathic viewpoint in
each process of problem setting, hypothesis verification, and
social implementation that form the framework of scientific
methods.

The visual data science application is to create knowledge such
as cause and effect from big data generated in the field of life
science, climate science, cognitive science. Specifically, we are
working on research themes related to exploration of latent
factors in causal networks, support for policy-making with global
warming, and support for improving psychological counseling
quality. We also began research on 'science for policy' that
contributes to social implementation that applies knowledge
gained from big data to policy-making.

Research themes
+ Comprehensive visualization for big data
+ Discoverable visualization for causal exploration

« Evaluation of visualization effectiveness
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Learning Analytics Laboratory
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Toward Data-Driven Education

B« BTG EYC R AR - FNAR A B 2R O I it R E)
T, BI T —ADGHNC Ko TETAE ROt E LT E
T, BRI FERHEDO T 0t A ZBNT, TEF U R ELTT—
HEEBL,. EOT =R EpirEI3RAslb) 75281280,
MRE R EHOT 120  EHAE R L0, B2, LLFORFZET —
~RHVET,

MET—~

HEBEY T T —2DEWE - pDHDIFREBRDMAE
A 7OTEMEBVVEEBRRREEZIRICETIME
HRAFBIEDZODMBET I T2 ADMRE

cl Y-y hT—VERALAEIEX R XFBXIE
cTFURIEBMOREEENCH TR EANEICDIRE
EREX )T CIERBRENRTE

Our research focuses on information technology that supports
activities in education and learning by analyzing their log data.

Research themes

- Development of the infrastructure for accumulation and analysis of
educational big data

+ Analysis of learning experiences by using life log technologies

- Knowledge awareness for collaborative learning support

+ Ubiquitous learning support by using sensor network

+ Personalization in e-Book

+ Educational systems for Information security and ethics
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Distance Communication and Education Laboratory
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Support, Enhancement, and Stimulation of Human-
human and Human-machine Communications
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Integration of electromyography and visual sensing
for assisting self-rehabilitation

Pointing behavior analysis for a wide screen

Support, stimulation, and enhancement of communications
between humans, and communications between information
systems and their users is the main research theme of our
laboratory. This research is intended to realize a communication
framework for anticipated situations in which we are surrounded
by numerous computers, media, and intelligent systems.

Image, audio, and natural language processing for recognizing
human behaviors, and estimating human intentions are
essential. Physiological signal, e.g., electromyography,
measurement for recognizing internal states or intentions of
humans is also an important issue. Another topic is long-time
recording of human activities and interactions by wearable
devices such as small video cameras. It allows us to analyze
our communications, to enhance our memory, and to share our
experiences.

Based on those technologies, we are developing proactive
media, which give appropriate information according to a user's
behaviors, intentions, internal states, etc. A smart meeting room
for support and facilitation of video conferencing and distance
education is also an important target.

Research themes

+ Predictive and Inductive Interface using Electromyography

+ Gesture-based Pointing Interface for a Wide Screen

+ Care support technologies for Elderly and Dementia Patients

+ Recording and Browsing of Group Activity
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Reuse and analysis of group corporative activity records taken
by wearable cameras
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Multimedia Research Laboratory
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Human Centric Artificial Intelligence Environment
through Video Media
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Computers act as "information media," which supports human
activities and communication. Understanding human activities
and recognizing environment surrounding the human are
necessary for developing such information media.

We study intelligent information technologies for human centric
Al environment and apply them to various fields such as
education, tourism, cooking activity and primary industries.

For example, we develop pattern recognition-based methods
for finding fishing spots from environmental sensing data such
as satellite images, methods for estimating students'
understanding from handwritten test sheets. These studies are
joint research between computer vision / pattern recognition
and various application fields.

Research themes

+ Students behavior understanding for adaptive education system.

* Global-scale environmental data processing for supporting people in
primary industries.

* Tourist behavior and attribute recognition for recommend optimal
activities considering the congestion of the town.

* Smart kitchen system that understands and supports cookers

activities.

A—-YEBREBLIR S XT L
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Large-scale Text Archive Laboratory
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Speech and Natural Language Processing
for Multimedia Archives
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Language
Understanding / Generation
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1. Board recognition by computer vision

Since time immemorial human knowledge has been recorded
as texts. The researches of this group focus on the computers
capable of understanding these texts and describing new
knowledge. As a basis we are studying fundamental natural
language processing. And we are studying natural language
generation to explain data analysis and future prediction by
computer or to describe other media such as video and speech.
Specifically, we deal with real-world media including procedural
texts such as cooking recipes with execution videos, academic
knowledge such as history/geography research, and game/data
analysis by computers.

We also try to expand human knowledge based on our research
results.

Research themes

* Language understanding

* Language generation

* Verbalization of data analysis and future prediction by computer
+ Computer-assisted language learning (CALL)

* Spoken language processing

Language Knowledge Acquisition
from Big Data
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Natural Language Understanding / Generation

2. Symbol grounding by deep learning
3. Automatic generation of language expression
« Collaborating with Univ. of Tokyo
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Information Systems and Communication Technology Laboratory
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CAMPUS ICT LABS
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Campus ICT Lab
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Kyoto University Authentication System

F v VIR ICT ZRALS T 7

Society is getting to change greatly by the Information &
Communication Technology such as cloud, big data, Al and so
on. Therefore, we are engaged in research, development and
operation support of information system which promotes
efficiency and information security in a well-balanced manner,
based on education and research of Kyoto University and its
related office works.

Currently, hardware, application software, etc. are constructed
as a service system. To use their service system, users connect
to network and use the integrated authentication system for
authentication and authorization of the services.

We analyze social trends and study on cloud usage, software
development methodology, campus network, personal
authentication and so on.

In addition, we support "Kyoto University CSIRT" for the
campus information security. Moreover, we analyze the data
collected from the information system to visualize. Then, we
propose policy for the capability improvement of student and
faculty from a view point of research & education.

Research themes

* Cloud Service (laaS, PaaS, Saa$S) Utilization Support

+ Campus Network (KUINS, KUINS-Air, VPN) Support

* Information Security (Rules, CSIRT Activity/Collaboration) Support

+ Advanced Identity Federation (Electronic Certificate Authentication,
Multi-Factor Authentication) Support

+ Software Development and Maintenance Support based on
Development Histories and Program Analysis

+ Administration, Education and Research Support based on Big Data

Analysis

KIRET — 234
Big Data Analysis
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Media Informatics Laboratory (in accordance with IIMC)
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Investigating Next-generation Information
Environment for Human and Society through
Field Work at Higher Educational Institution
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We have been conducting the following research themes to aim
to investigate the way of next-generation human society using
information and communication technologies by defining
university as a media that fosters diverse activities including
research and education.

Research themes

- Social computing architecture design and implementation for a large-scale
organization

+ Academic Cloud Environment that fosters academic diversity

+ Participatory Cyber-Physical Learning Space based on open source and
open standard

+ Academic innovation through institutional research data management
environment

+ Support and analysis on communication for academic information systems

- Analysis and design of amateur participation in open science projects

+ Content design process and communication in non-profit activities

+ Analysis and design of first-person design model for non-profit activities

+ Research on record and description of academic contents design process

and communication
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Participatory Cyber-Physical Learning Space
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Academic Cloud: A cloud environment dedicated for
higher educational institutions
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Academic Data Management Environment for Managing
Research Data
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Information Processing Studies Laboratory (ILAS collaboration)

HMEAAZDEODEHRABTEKRDT

Toward Education of Informatics
in the Knowledge Era
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At the Information Processing Studies Laboratory, we are
carrying out research in education of informatics and utilization
of information technology in education at the university.
Regarding education of informatics, information technology, we
are studying curriculum, teaching and assessment methods for
general education of informatics and education of computer
programming for novices. We also study agent-based social
simulation and its application to education as research of
information technologies.

Research themes

+ Development of curriculum of informatics for general education

* Education of computer programming

+ Development of 'U-Mart', an Artificial Futures Market System, and its
applications to education and research

* Project-Based Learning and support technologies for the learning
process

* Participatory Production
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'U-Mart', an Artifical Futures Market System

sharing a single display
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Multi-Mouse Quiz System that can be used by multiple users
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Model of education of informatics as general education
in universities
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Agricultural Economics and Information Laboratory

HaEtEsROFEMERZEELT

Toward Effective Utilization
for statistical Information
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FIENT = TERORERR
Keeping material for Digital Archives

FIANT—HA TOER
The material for Digital Archives

In the present information age, it is necessary to maintain
valuable data of the past systematically and to analyze them
closely. There is a considerable amount of valuable data of the
past related to agriculture in not only Japan but also many other
countries because agriculture was the key industry at the
stage of economic growth in all these countries. In recent times,
many types of data, for example, data on agricultural products,
traceability in the food industry, and various patterns of food
consumption, have emerged that can be collected in daily life.
In our laboratory, we examine methods to collect and maintain
agricultural statistical data systematically and techniques
to supply important information that can be used easily.

Research themes
- Correct and Effective Utilization for Microdata
- Digital Archive

- Development of Effective Utilization Method for Agricultural Survey

FYENT—HA TEHDOBRYAR
Taking a picture of material for Digital Archives
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