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The Academic Center for Computing and Media Studies (ACCMS)
conducts research and development related to advanced use of the
IT infrastructure and information media. The results are utilized in the
enhancement of areas such as the educational research environment
of Kyoto University, and are also available for joint use with other
universities and research institutions. ACCMS also contributes to the
improvement of University services by working in cooperation with the
Information Management Department of the Institute for Information
Management and Communication.

Research and development at ACCMS are carried out by the
Department of Networking Research, Department of Computing
Research, Department of Social Informatics Analytics Infrastructure
Research, and the Department of Digital Content Research, as well
as ACCMS's Collaborative Research Laboratories. In addition, faculty
members in these departments contribute to educational activities at
the University through cooperation with related graduate schools and
public courses. Faculty members are also actively involved in joint
research with companies and other research institutions.

ACCMS has established "Joint Usage/Research Center for
Interdisiplinary Large-scale Information Infrastructure" (JHPCN), a
networked COE with other seven leading supercomputer centers of
national universities.

ACCMS provides a broad range of support for utilizing information
media and computing, including nation-wide supercomputing service
as well.
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In Search of Academic Knowledge

KEF—=DIy v a3, FIRE RO & EE TN OWF5EE &
NUTATH ZE T, ZifFR &L, OB E NS 20k 72
B0V Ial—ra 07T =% ILIZIECEIERE VST AZ T —
AR EETEIGICEDET, INOEER - 7526 TAICLDH
BHFEOHEMEIZE T 5 & & bIT, BRI L2 FiE O R b B
LTV,

ZORIEZ 4> OB FEEM & EHEREEM TRV A E T, 2 Ea—
T4 T TR m s R B 2 T PV T YR ERR Y
(IR HIREIC L D M LB & | E AT SR AT JE S M 3 B F
GUAEROT —ZDOIE < 78T - ISR Z | Ry NT—ZIFEEME T —
S OREMBHTOCF RO IEE ORI OBIE 2 Lo 7Ex%Ge L, £
DRREZZFZPIMARH L T EET,

FHRA 7 7L LT BHMOFERBICNA T, A —a v Pa—
BaikEt A GERLTWET, £, 7T ZIEHES AT T > b
74+ —2Lndx DIEFNEMIC bHEED > TWET, £, [EBRI R B
IR ACFIFH - SLRAFTEHLR | 2o 7 RO I R 2 —
EEBITHERLTWET, AT, K —EAZKRESHIRL
AREDOF XL /3A Ry NT—27 ThHKUINS 1T, FNOFHEEFRCT —
HZEMBIFESIZT TR FHAOZNLEBFEATHWET, Kt
B—=DFEMHTIZ NS DON—=R 27 2R BRI HIR L, ZOFE
PEOR EIZEBRLTWET,

ORI REEA T FERERL, FESL Y Ia b — v a e OF M
NEWSBFICEEELT, b LidfEVERBbITnZ AT -
SRR G Lok a e P B OMIEE & b IL | F O A
LOIRIRETY 7Ry TRT —ZE LTHALTWEET, SbicE
DX TR MG WA S RE LT bHEEL | 572521 #a
BRLTNEET,

PLED X, FAE AT TR F—1%, W5 & F2S R O A &
IZBVSROTWEET,
SHEBERTO T KiRE ARV ET OBV LET,

REKPPMAERAT 17 25—
Br—-K F GEN

Director of ACCMS,

Kyoto University Shinsuke Mori

The Academic Center for Computing and Media Studies (ACCMS)
pursues, as its mission, the sophistication of academic knowledge
in cooperation with researchers in Kyoto University as well as other
institutes. Academic knowledge ranges from theories and laws to
data such as the observations and simulations that form their
basis, and even includes metadata such as bibliographic
information. By compiling and analyzing these, we contribute to
research performed by humans and aspire to the expansion of
academic knowledge by machine intelligence.

We have four research departments: the Department of Computing
Research for high throughput data processing, the Department of
Digital Content Research for advanced calculation with machine
intelligence, the Department of Social Informatics Analytics
Infrastructure Research for the compilation, analysis, and
application of data in society including education, and the
Department of Networking Research for connecting data sources,
computing resources, and researchers. With collaborative research
laboratories we work towards these aims and to provide
achievements both inside and outside of the university.

As computing infrastructure, we design, install, and operate
supercomputer systems in addition to each department's
computers. And we contribute to the operation of mdx, a cloud
platform for supporting data science and cross-disciplinary
research collaborations. ACCMS is, along with the supercomputer
centers of seven other leading national universities, a member of
Joint Usage / Research Center for Interdisciplinary Large-scale
Information Infrastructures (JHPCN). Additionally, ACCMS has
made important contributions to the establishment of KUINS, the
Kyoto University network which connects computing resources and
data both inside and outside the university. Each department of
ACCMS also uses this hardware for testing to contribute to its
refinement.

With these computing infrastructures we work and cooperate with
researchers in various domains, not only those with high affinity for
computation or simulation but also ones such as humanities and
social sciences which may have been considered far from them.
We publicly release not only research papers but also software and
data. And we even conduct research targeting that kind of
academic information to pursue further academic knowledge.

As described above we pursue both fundamental research and its
applications. We look forward to your continued understanding
and cooperation.
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Multimedia and Secure Networking Research Laboratory
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Network Technologies to Support Safety,
Security and Trust
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In a data-driven society where people and things are seamlessly
connected, diverse knowledge and information flow freely, and
unprecedented value is created, our research is at the forefront
of developing underlying network technologies with the aim of
building a network environment that supports safety, security,
and trust. As the Department of Networking Research in
Academic Center for Computing and Media Studies, we are
performing several experimental research for running networks
inside and outside the university.

Research themes
* Network Architecture for Sustainable Advancement of the Internet and
Its Applications
* Platform and application of Software Defined Networking, Network
Functions Virtualization, and Edge Computing
+ Automatic network configuration and operation systems
* Application of Internet technologies to power networks
* Access Management Technologies towards Zero Trust
+ Identity federation technologies for the Web and wireless LAN
* Privacy protection technologies for context data
* Access policy processing technologies
* Security on the Internet
* Network monitoring systems
* High-performance intrusion detection and prevention systems

+ Systems for analyzing effects of cyber attacks
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Supercomputing Research Laboratory
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Toward the Summit
of High-Performance Computing
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We are conducting research on high-performance computing
(HPC). In the field of HPC, both algorithms and implementation
methods are studied to optimize the performance of various
application programs on a given computer. Here, “performance’
encompasses multiple aspects such as computational speed,
simulation accuracy, and power consumption. Our primary
focus is on numerical linear algebra, which is widely used in
computational science and machine learning. We develop
numerical algorithms and implementation methods for
multi-threading and GPU computing. Our goal is to contribute
to society by developing an open-source numerical library
based on our research. Additionally, we collaborate with
researchers in various application domains to enhance their
programs. Moreover, we are involved in the design and
operation of the ACCMS supercomputer. We also contribute to
the activities of JHPCN and HPCI.

Research themes

+ Development of high-performance parallel computing algorithms

* Development of algorithms for accelerator and GPU computing

* Research and development of high-performance linear iterative solvers

* Research on numerical analysis using integer arithmetic or low-precision
computing

+ Development of high-performance numerical libraries

* Performance optimization of large-scale numerical simulations

* Performance optimization of iterative stencil computations
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Computational Science Research Laboratory
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Exploring Engineering Problems
Through Numerical Simulations
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We aim to address various engineering challenges by utilizing
advanced numerical methods. Our primary research focuses
include the development and validation of mechanical models
for diverse materials, multi scale-multi physics coupled analysis
models, and numerical methodologies. Additionally, we actively
incorporate state-of-the-art technologies into experiments and
field observations to acquire high-precision empirical data
essential for model and analysis validation. This approach
enables us to develop sophisticated analytical techniques
capable of accurately predicting practical phenomena.

Our research spans a wide range of materials, with a particular
emphasis on geomaterials such as soil and rock. We prioritize
tackling geotechnical and geoenvironmental challenges.
Furthermore, we optimize existing numerical analysis codes for
use in large-scale computational environments, accumulating
practical research cases to strongly support numerical
simulations conducted by researchers in relevant fields. Through
these efforts, we contribute to advancing analytical techniques
in engineering disciplines.

We welcome collaboration with researchers interested in
computational science and numerical analysis technologies.
Please feel free to reach out to us.

Research themes

* Development and validation of mechanical models for various materials

* Development of analysis techniques for multi-scale and multi-physics
phenomena

* Development, validation, and implementation of numerical solution
methods

+ Laboratory experiments and field observations for the development and
validation of various models
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Learning and Educational Technologies Research Laboratory
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Toward Data-Driven Education
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Our research focuses on information technology that supports
activities in education and learning by analyzing their log data.

Research themes

- Development of the infrastructure for accumulation and analysis of
educational big data

+ Analysis of learning experiences by using life log technologies

+ Knowledge awareness for collaborative learning support

+ Ubiquitous learning support by using sensor network

+ Personalization in e-Book

+ Educational systems for Information security and ethics
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Data Engineering and Platform Research Laboratory
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Research to support Internet-scale Data Platforms
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We are investigating technologies for handling large-scale data.
For example, we are developing algorithms and simulation
technologies for decentralized and distributed systems, cloud
computing technologies for computer clusters that handle
large-scale data, network technologies and cybersecurity that
support the distribution of large-scale data, and large-scale
data analysis of web and social media. In addition, we build and
operate large-scale clusters serviced by ACCMS for data-driven
research.

Research themes

+ Peer-to-peer algorithms

+ Simulating techniques for large-scale distributed systems

+ Blockchain networks

+ Decentralized distributed machine learning techniques

+ Social graph analysis techniques

- Large-scale data analysis of web and social media

+ Computing cluster technologies for cloud computing infrastructure

+ Access management technologies toward Zero Trust

- Cybersecurity
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Multimedia Research Laboratory
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Support, Enhancement, and Stimulation of Human-
human and Human-machine Communications
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Integration of electromyography and visual sensing
for assisting self-rehabilitation
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Pointing behavior analysis for a wide screen

Support, stimulation, and enhancement of communications
between humans, and communications between information
systems and their users is the main research theme of our
laboratory. This research is intended to realize a communication
framework for anticipated situations in which we are surrounded
by numerous computers, media, and intelligent systems.

Image, audio, and natural language processing for recognizing
human behaviors, and estimating human intentions are essential.
Physiological signal, e.g., electromyography, measurement for
recognizing internal states or intentions of humans is also an
important issue. Another topic is long-time recording of human
activities and interactions by wearable devices such as small
video cameras. It allows us to analyze our communications, to
enhance our memory, and to share our experiences.

Based on those technologies, we are developing proactive
media, which give appropriate information according to a user's
behaviors, intentions, internal states, etc. A smart meeting room
for support and facilitation of video conferencing and distance
education is also an important target.

Research themes

+ Predictive and Inductive Interface using Electromyography

+ Gesture-based Pointing Interface for a Wide Screen

+ Care support technologies for Elderly and Dementia Patients

+ Recording and Browsing of Group Activity
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Reuse and analysis of group corporative activity records taken
by wearable cameras
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Large-scale Text Archive Laboratory

= nnmIE%mL \f'
VIVFATATT7—h17TDEEA

Natural Language Processing
for Multimedia Archives
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- Vision & Language
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Language
Understanding / Generation

Procedural text
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Natural Language Understanding / Generation
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1. Board recognition by computer vision
2. Symbol grounding by deep learning
3. Automatic generation of language expression

3 « Collaborating with Univ. of Tokyo

Commentary on Computer's Thought

Since time immemorial human knowledge has been recorded
as texts. The researches of this group focus on the computers
capable of understanding these texts and describing new
knowledge. As a basis we are studying fundamental natural
language processing. And we are studying natural language
generation to explain data analysis and future prediction by
computer or to describe other media such as video.

Specifically, we deal with real-world media including procedural
texts such as biochemical domain with execution videos,
academic knowledge such as history/geography research, and
game/data analysis by computers.

Research themes

* Language understanding

* Language generation

* Verbalization of data analysis and future prediction by computer
* Digital humanities

* Vision & Language

Language Knowledge Acquisition
from Big Data

» Keyboard logs

b
W

o programs Egt worice AILIE (Fundanental) -
- R ©) o B o mn T A e

iPS cells, induced
Pluripotent stem cells

from speech

EvIF—ah5NDEEMBOER
Language Knowledge Acquisition from Big Data
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Open Science Laboratory (in accordance with IIMC)
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Research to Promote the Creation, Sharing,
and Utilization of Scientific Knowledge
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Open science is a concept that fundamentally transforms the
creation, sharing, and utilization of scientific knowledge across all
disciplines. In this field, we aim to enhance research transparency,
ensure reproducibility, and democratize knowledge, conducting
research to support these goals.

Scientific research was traditionally conducted in closed
environments within specific institutions. However, advances in
internet technology and global collaboration have driven a shift
toward open science. Enhancing transparency and reproducibility
helps prevent misconduct, improves efficiency, and accelerates
the societal application of research.

Promoting open science requires open access to research, the
use of open-source tools, and greater process transparency.
Ethical and legal issues, such as data sharing and privacy
protection, must also be addressed. Tackling these challenges
will foster interdisciplinary knowledge sharing, optimize funding,
and strengthen the link between science and society. Our field
focuses on optimizing the research lifecycle to support open
science.

Research themes

* Development and standardization of open data infrastructure

* Methodologies for enhancing research transparency and reproducibility
* Optimization of Open Science using Al and machine learning

* Sociological analysis of Open Science

* Ethical and legal challenges in Open Science

* Integration of citizen science and Open Science

+ Open-access publishing models

Authors' version
Multiple open access channels

OA (Graen & Goid) Value of review ¢

> And editing

Journal and publishing issues

Integrity data platform ¥
1
Research diversity ®
29 data @
Re-definition of research field P
/ R / e
oy Data driven /
- -
% Universality S
Open data o
Data Ropository osaprocesing p=
o\
. .
_ KURENAI 4@ Writing skill &

Research literacy

2

HAEDTATHAIINERRT — 2 &R
Research Lifecycle and Research Data Management

REWUDEIHRY bT—7
Citation network of department bulletins
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Academic IT Services Laboratory (in accordance with [IMC)
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Foundational Information Systems Technologies
Supporting the Diverse Activities in the University
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Society is undergoing significant transformation due to
Information and Communication Technology (ICT), including
cloud computing, big data, and Al (artificial intelligence). The
information infrastructure that supports Kyoto University's
diverse educational, research, and related operations will
incorporate these advanced technologies while maintaining a
focus on information security, and we will promote research,
development, and operational support aimed at improvement.

Today, most systems operate in conjunction with other
systems over a network, often in a client-server fashion, with
hardware (server & storage) and application software (AP) as
service elements. Such systems exist for the benefit of users
and are connected to the (wired/wireless) networks that are
maintained in the user's sphere of activity. Various services are
provided using an integrated authentication system that
guarantees safe and secure access.

In this laboratory, we are conducting practical research and

development targeting Kyoto University regarding cloud utilization,
AP development methods, campus network infrastructure
(KUINS, KUINS-AIr), and personal authentication (Shibboleth,
multi-factor authentication, electronic certificates), while
considering market trends related to them.
In addition, we technically support the "Kyoto University CSIRT,"
which handles university-wide information security responses.
Furthermore, we will visualize information (management,
research, education) obtained from the data warehouse
collected from the information system through analysis and
support the system side of promoting DX in the university.

Research themes

* Support for utilizing internal and external clouds (laaS, PaaS, SaaS)

+ Support for campus networks (KUINS, KUINS-Air, VPN, etc.)

+ Support for information security (regulation development, CSIRT activities
and collaboration)

* Enhancement of user authentication (electronic certificate authentication,
multi-factor authentication)

* Support for software development and maintenance through development
history and program analysis

+ System improvement and user communication support based on user
behavior analysis

* Support for DX in management, education, and research based on data

collection, and analysis
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Educational Innovation Laboratory
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Exploring Infinite Possibilities of Individuals and
Society with Harnessing Technological Evolution
and Educational Evolution
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BEST MIX

SPOC
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Face-to-face Hybrid Online

EEHBICHUBICTHERHONZIIIYIX
Best Mix of ICT Use in Higher Education

F—TLIFar -2 a bt EIEFE
Open Education & Lifelong-learning

Over the last few decades, various emerging technologies have
enabled us to learn anything, anytime, anywhere, and the
landscape of higher education has been dramatically
transformed. Our research explores the future of education and
society, enabled by open/online/hybrid education, Artificial
Intelligence (Al), gamification, Extended and Virtual Reality (XR &
VR) and other educational innovations, as well as how we can
personally and collectively learn and teach in more effective and
meaningful ways.

Our research and development effort also engages in the
creation and diffusion of more flexible and open educational
systems, harnessing advanced technologies and media, to
respond to the educational needs of present and future society
and individuals.

Research themes

* Future studies of educational systems and cultures

* Pedagogical innovation harnessing advanced technology

+ Open education and next generation higher education

* Educational application of XR, VR, and metaverse

* Development of pedagogical synthesizers

* Educational digital transformation at societal, organizational, and
programmatic levels

* Digital credentials and learning records for lifelong learning

+ Data- and evidence-based educational improvement and quality assurance

From Pipeline Model (HE 1.0) to Network Model (HE 2.0)

Why Network?

1 Persp s-&
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EEHE1.0P 520 DER
Transformation from Higher Education 1.0 to 2.0
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Agricultural Economics and Information Laboratory
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Toward Effective Utilization
for statistical Information
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FIENT—H A TERORERR
Keeping material for Digital Archives

FIANT—HA TOER
The material for Digital Archives

In the present information age, it is necessary to maintain
valuable data of the past systematically and to analyze them
closely. There is a considerable amount of valuable data of the
past related to agriculture in not only Japan but also many other
countries because agriculture was the key industry at the stage
of economic growth in all these countries. In recent times, many
types of data, for example, data on agricultural products,
traceability in the food industry, and various patterns of food
consumption, have emerged that can be collected in daily life.
In our laboratory, we examine methods to collect and maintain
agricultural statistical data systematically and techniques to
supply important information that can be used easily.

Research themes
+ Correct and Effective Utilization for Microdata
- Digital Archive

- Development of Effective Utilization Method for Agricultural Survey

FYENT—HA TEHOBRY AR
Taking a picture of material for Digital Archives
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Supercomputer System Services
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About Supercomputer Systems
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Configuration of Supercomputer System

The supercomputer system was installed to realize scientific and technical
computing and information processing for academic research conducted
in universities and national research institutions of Japan. The current
system, which started operation in 2023, consists of four different
computing systems and storage facilities.

Camphor3 (System A) is our flagship system, which includes 1,120
computing nodes. Each node is equipped with two 4th generation Intel
Xeon CPU Max 9480 (Sapphire Rapids) processors and HBM2e memory.
These computing nodes are connected via the InfiniBand NDR. The
system has an advantage in high memory and internal network
bandwidth, which contributes to accelerate simulations in a wide variety
of areas.

In addition, we serve three other computing systems for various demands
of computing. Laurel3 (System B) is based on a standard cluster
configuration to support various commercial or open-source software
packages. Cinnamon3 (System C) has an advantage in the memory
capacity, and Gardenia (System G) supports GPU computing, which is
important in AlI/ML applications.

To use the supercomputer system, you must be one of the followings:

+ Faculty members of universities, junior colleges, technical colleges, or
inter-university research institutes and their equivalents

+ Graduate school students and their equivalents

+ Those who belong to an institution under the national or local
government's jurisdiction for academic research and are engaged in
research exclusively.

+ Those engaged in academic research funded by KAKENHI or other
grants.

+ Other persons who receive special permission by the Director of the
Center (e.g., a person in a private company, but she/he is conducting
collaborative research with a university or has a commission from a
university)

Several service courses are available for using the supercomputer

system. An example is shown below. A usage fee is required depending

on the course you have applied for.

+ Entry course: a course of a basic use

+ Personal course: a course for an individual use

+ Group course: a course for a group (the resources can be shared
among group members)

For more information, please visit https://u.kyoto-u.jp/accms-hpc-en

SITY
KYOTO UNIVERSIT

Camphor3

A—N—ALE1—2YXTLDIE
Appearance of Supercomputer System
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